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> Robots have limited budget
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Exhaustive search often infeasible S
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> Why do we care if a scientific data collection robot is user-friendly?
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> Gap between state-of-the-art and state-of-practice in autonomy
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User-Friendly Robot Planning for Scientific Data Collection

> (Gap between state-of-the-art and state-of-practice in autonomy
> Key gaps:

e Constraint definition

» Defining tradeoffs between objectives

» Understanding robotic decisions
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transparency of robotic planning for scientific data collection.

A Oregon State
University




Collaborative Robotics and Intelligent Systems (CoRIS) Institute

Thesis Statement

Reasoning over the feedback provided to and from the user during
constraint and objective definition improves the usability and
transparency of robotic planning for scientific data collection.

Contributions:
1. Constraint Definition using Semantic Navigation @\v

A Oregon State
University




Collaborative Robotics and Intelligent Systems (CoRIS) Institute

Thesis Statement

Reasoning over the feedback provided to and from the user during
constraint and objective definition improves the usability and
transparency of robotic planning for scientific data collection.

Contributions:
1. Constraint Definition using Semantic Navigation /’@\v
2. QObjective Definition using User Preferences a—

A Oregon State
University




Collaborative Robotics and Intelligent Systems (CoRIS) Institute

Thesis Statement

Reasoning over the feedback provided to and from the user during
constraint and objective definition improves the usability and
transparency of robotic planning for scientific data collection.

Contributions:
1. Constraint Definition using Semantic Navigation /’4@\

2. Objective Definition using User Preferences
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3. Robot Planner Understanding using Explainability
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User Trust

> Users need to have Appropriate Trust of autonomy (Lee, 2004)

« Under-trust: results in disuse of autonomy

» Over-trust: results in system failure
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Explainability

> eXplainable Artificial Intelligence (XAl)
« Dates back to Expert Systems in the 80s
 Renewed Interest
= Deep Learning
= DARPA push in 2017 (Gunning, 2017)

> Is explainability needed in robotics?

« Because people expect it
(Han, et al., 2021, Ambsdorf, et al., 2022)

« Appropriately managing Al systems
requires appropriate trust (Lee, 2004)
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XAl approaches

> “Saliency maps”
« Provide explanation by showing important features
= SHAP, LIME

¥

v

(a) Original Image (b) Explaining Electric guitar (c) Explaining Acoustic guitar ~ (d) Explaining Labrador

Figure 4: Explaining an image classification prediction made by Google’s Inception neural network. The top
3 classes predicted are “Electric Guitar” (p = 0.32), “Acoustic guitar” (p = 0.24) and “Labrador” (p = 0.21)

@) “Black box” model prediction TreeExplainer “White box” local explanation
Age =65 Age = 65 —fu—p +2.5
BMI =40 BMI =40 — 3 +0.5
Blood pressure = 180 Blood pressure = 180 —| —  +3
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Top: Ribeiro, et al., 2016 (LIME)  Bottom: Lundberg, et al., 2020 (SHAP)
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Contrastive Explanations

> Provide an illustrative contrasting example

Not-P
« Why did the robot do P?
 Instead ask why the robot did P instead of not-P Q
= Explanations are contrastive P ®
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« Why did the robot do P?
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> Example:
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Contrastive Explanations

> Provide an illustrative contrasting example
« Why did the robot do P?
» Instead ask why the robot did P instead of not-P
= Explanations are contrastive P
» Pick Q € not-P that best illustrates not-P gtz @
. | @
= Explanations are selective (Abnormal)
> Example:
» In explaining why a car crash happened:
= Both cars were driving on the road at 35 MPH (on a road with a 35 limit)
causing the crash. - Not helpful
= Car A pulled into oncoming traffic causing the crash instead of staying in its
lane. - Helpful

Not-P
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Approaches

> We propose the Contrastive, Feature-based eXplainability (CoFeX)
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Approaches

> We propose the Contrastive, Feature-based eXplainability (CoFeX)

method

« Post-hoc explanations

= Explanation generation ran after decision making algorithm

= Shared language of semantic features

= Explanation framework agnostic to decision making algorithm
« Selective casual reasons

= Calculate relative importance of features (SHAP)

= Select single casual reason that sets selected decision apart
« Contrastive Explanations

= Select an illustrative example for the casual reason
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Explanation Example

Explanation: We prefer the planner selected path (white)
because it observes more fish in the orange region o

Planner Selected Path
~= = Contrasting Path
< Region of Interest

f interest.
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~More Fish
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Previous User Study: Results (N=50)
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Results from the original study done on convenience participants (mostly roboticists). In future
studies want to focus more on scientist participants since they are our target audience.
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> A method that:
» Uses post-hoc explanations that allows arbitrary
decision making algorithms to be used.
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Conclusions

> A method that:
» Uses post-hoc explanations that allows arbitrary
decision making algorithms to be used.

» Selects the most important reason to show to
the user.

« Uses a contrasting examples to illustrate the
selected reason.
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How can you help?

> Come take my study!
« Help us understand what is and isn’t useful to provide to scientists
« About 1 hour
« Offering $25 for your participation
» Online or in person -starting next week
> Sign up: https://calendar.app.google/QaivwQEtbVAv2eKB7
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