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absorption coefficient of the natural water medium (hydrosol) of interest (Section 2.1), the two pathlength 
choices for ac devices are theoretically optimal for water with 10-m-1 and 4-m-1 absorption, respectively. 
The vast majority of coastal and open ocean waters exhibit absorption coefficients far lower than these 
values; in fact, open ocean absorption values in the green part of the visible are typically one to two orders 
of magnitude lower than the 4-m-1 value. However, 20-m pathlengths are impractical for routine in situ 
measurements. Adequate signal-to-noise is nonetheless achievable using a 25-cm pathlength due to 
advances in A/D conversion and stable, quiet electronics over the past several decades. Acceptable 
accuracies are even achievable for the clearest waters on Earth with a 25-cm path (Twardowski et al. 2007; 
Claustre et al. 2007). Accuracy can be further increased by averaging over large number of measurements, 
e.g., when deploying ac-meters on moorings or in-line systems or on profiling systems with slow rates of 
descent/ascent (Slade et al. 2010).  

The ac-9 and ac-s were introduced in 1993 and 2002, respectively. Sea-Bird Scientific provides 
detailed protocols for calibrating and using this instrument, and for analyzing its data, both in the ac-9 and 
ac-s user manuals, and in a detailed protocols manual (Van Zee et al. 2002), all of which are available 
online at www.seabird.com. Additional detailed background information related to characterization, 
calibration and data analysis methods for this instrument may be found in Zaneveld et al. (1992) and 
Twardowski et al. (1999).  Here, we will briefly highlight critical aspects of the protocols that must be 
carefully followed to obtain accurate  measurements using this, or a similar, instrument in the field.  

 
Figure 2.3. Schematic illustration of the ac-9 beam attenuation and absorption meter (courtesy of Sea-Bird Scientific). 
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Figure:  Neeley et al., 2018.  doi:10.25607/OBP-119

Reflecting-tube absorption & attenuation meters

Photo:  ac-s datasheet, 
https://www.seabird.com/asset-
get.download.jsa?id=54627862140

b = scattering 
c = beam attenuation
b = c – a

But!

Absorption is 
overestimated because 
not all the scattered light 
is detected in a-tube

Attenuation is 
underestimated because 
a little bit of scattered 
light is detected in c-tube

am(l), bm(l), cm(l) = 
measured spectra

https://www.seabird.com/asset-get.download.jsa?id=54627862140
https://www.seabird.com/asset-get.download.jsa?id=54627862140


Reflecting-tube absorption & attenuation meters
• Measure absorption and beam attenuation 

simultaneously.  Use the beam attenuation measurement 
to correct for undetected scattered light in the absorption 
measurement.  Compute scattering by difference.

• Absorption measured in a cylinder with reflective interior 
and a diffuser in front of the detector.  Only light scattered 
through angles > ~42° is lost.

• Attenuation measured in a cylinder with black, non-
reflective walls and a detector with a narrow field of view
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measurement, and therefore, in its ideal realization would measure only losses due by absorption as per 
Eqs. 2.1 and 2.2. 

The transmittance, absorption, scattering and reflection interaction processes that occur in a real 
reflective tube absorption meter are illustrated schematically in Fig. 2.1. A source emits collimated flux 
with a cross-sectional area slightly less than that of the reflective tube, and flux reaching the other end of 
the tube is measured by a detector behind a diffuser that covers its entire cross-sectional area. The diffuser 
is necessary to ensure the detected signal does not have any bias toward the directionality of the rays 
received at the end of the cuvette. Ray paths extending directly from the source to the diffuse detector 
indicate direct transmittance of flux. Ray paths that terminate within the water volume enclosed by the 
tube indicate absorbed flux. In natural waters, a large fraction of scattered photons is only slightly deflected 
in the near forward direction (Fig. 2.1) and proceeds directly to the large-area detector without 
encountering the tube walls. Ray paths with larger scattering angles may encounter the water-quartz 
interface, where refraction and reflection take place; the refracted portion is transmitted to the outer quartz-
air interface, where another refraction and reflection interaction occurs. For simplicity in this conceptual 
discussion, we do not consider multiple reflection and refractive transmittance interactions within the thin 
quartz layer. Ray paths containing a scattering angle less than the critical angle  associated with total 
internal reflection (TIR) at the outer quartz-air interface, are totally reflected on each encounter with the 
tube wall and are transmitted to the detector over a slightly elongated path; for a quartz reflective tube, 

, and thus the total internal reflectance represents a large fraction of all flux scattered by particles.  

Flux transmitted along ray paths with a scattering angle in the range  undergoes partial 

transmittance losses  at each encounter with the reflectance tube, with the reflected portion 
continuing over a zig-zag path until either reaching the detector or disappearing due to attenuation by 
absorption and transmission losses in multiple encounters with the tube wall. Flux along ray paths 

containing a scattering angle , i.e. backscattered flux, is generally lost from the forward 

transmittance altogether.  

 

 
Figure 2.1.  Schematic illustration of light interactions and transmission in a reflective tube absorption meter.  Ray paths ending in 
the water represent absorption, and those extending directly from the source to diffuse detector represent beam transmittance.  
Other ray paths indicate scattering interactions: 1) backward scattered paths do not reach the detector, 2) paths with forward 
scattering at an angle less than the critical angle, i.e. , experience total internal reflection by the tube and reach the 

detector over an elongated optical path, and 3) forward scattered ray paths at angles in the range  experience partial 

losses from the tube at the quartz-air interface, and may or may not reach the detector depending on whether the internally reflected 
path survives the absorption process. Light paths reflecting off windows at the end of the tube are not shown for clarity. 
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Figure:  Neeley et al., 2018.  doi:10.25607/OBP-119
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Figure 3.7: Geometry for measure-
ment of beam attenuation c.

or

c dr = �d�

�
, (3.20)

where the minus sign accounts for d� being negative, whereas all other quantities are
positive. Assuming that the medium within the slab is uniform, so that c is independent
of r, we can integrate Eq. 3.20 from r = 0 to r = R, which corresponds respectively to
powers �i and �t. This gives

Z
R

0
c dr = cR = �

Z �t

�i

d�

�
= � ln

✓
�t

�i

◆
,

which can be rewritten as

c = � 1

R
ln

✓
�t

�i

◆
. (3.21)

This equation gives the beam attenuation coe�cient in terms of the measurable incident
and transmitted powers and the finite thickness of the slab.

Equation (3.21) is the key to measuring the beam attenuation. However, there are
additional subtleties in this measurement related to the instrument design, which is shown
in more detail in Fig. 3.8. The development above implicitly assumed that the incident
light was perfectly collimated (all light rays travel in exactly the same direction) and that
the detector omits all scattered light. Neither requirement can be fully satisfied in a real
instrument. Even a laser beam has some divergence, and any detector has a finite field
of view (FOV) or acceptance angle. If the detector FOV is 1 deg, for example, then the
detector will detect rays that have been scattered by 1 deg or less, as well as unscattered
light. This undesired detection of scattered light will make the transmitted power too

Figure 3.8: Schematic instrument design for measurement of the beam attenuation coef-
ficient c. �s represents the power scattered into all directions, as indicated by the red
arrows.

Figures 3.8-3.9, Mobley et al. 2022, The Oceanic Optics Book
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large, and thus c too small. The magnitude of this error depends both on the detector
FOV and on the volume scattering function of the water, which determines how much
light is scattered through angles smaller than the FOV. Although these errors in beam
attenuation measurements have been studied in many papers (see, most recently, Boss
et al. (2009b) and references therein), it is di�cult to correct for the error in a particular
measurement because the VSF is usually unknown, especially at very small scattering
angles. Unfortunately, as Boss et al. show, the di↵erences in c values as measured by
di↵erent instruments can be tens of percent. Indeed, Boss et al. end their paper with
the comment, “We conclude that more work needs to be done with the oldest (in terms
of availability of commercial in-situ instruments) and simplest (so we thought...) optical
property, the beam attenuation.”

3.3.2 Measuring The Absorption Coe�cient

If there were no scattering, then the instrument design used to measure beam attenuation
would give the absorption coe�cient a. However, at least some scattering is always present
in sea water, which requires modification of the instrument design shown in Fig. 3.8. When
measuring a, any light lost from the beam because of scattering will be attributed to a loss
of light due to absorption. Thus it is desirable that the detector collect as much scattered
light as possible. Because most scattering is through small angles, a common instrument
design is to use as large a detector as possible at the end of the measurement chamber to
collect forward scattered light. Such an instrument is shown schematically in Fig. 3.9.

Figure 3.9: Schematic instrument design for measurement of the absorption coe�cient a.
�s(>FOV ) represents the power lost to the detector by scattering into angles greater than
the detector field of view.

An instrument of this design typically collects light forward scattered through angles
of a few tens of degrees (depending on the design of the particular instrument), which
does account for most of the scattered light. However, some light is still lost “out the
side” of the instrument by scattering though larger angles, as represented by �s(>FOV )
in the figure. To get an accurate absorption measurement, it is necessary to perform
a scattering correction, i.e., to estimate �s(>FOV ) and to account for this loss when
computing a. The equation for computation of a then becomes
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R
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Absorption tube schematic

a

c

Moore et al 2009

Moore et al 2009

LVF: For spectral 
discretization
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Recent 
Improvement to 

the AC-S



Comparison of white LED source and traditional ac-s

Credit:  Emmanuel Boss, University of Maine



Comparison of white LED source and traditional ac-s

Credit:  Emmanuel Boss, University of Maine



Comparison of white LED source and traditional ac-s

Acceptance angle?
Credit:  Emmanuel Boss, University of Maine





https://www.seabird.com/ac-s-spectral-absorption-and-attenuation-
sensor/product-downloads?id=60762467715

Tables of T,S psi parameter as a function of 
wavelength available from OOI and in the 
AC Protocol Document  on the 
seabird.com web site
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Figure:  Röttgers et al., 2013. 10.1016/j.mio.2013.11.001

R. Röttgers et al. / Methods in Oceanography 7 (2013) 21–39 29

Fig. 2. One randomly chosen example for each data set of the ‘true’ absorption, a, the absorption measured by the ac-9, am ,
and the results of the two ac-9 scatter correction methods flat and proportional.

for samples with the highest absorption at 715 nm (Elbe River) and the lowest for samples with the
lowest absorption at this wavelength (cultures).

Fig. 4 shows a rather good correlation between am and a at 715 nm for all of the natural samples.
A best-fit power law relationship was found using non-linear least squares minimization. This
relationship provides a simple way of estimating a715 from am715 measurements, and is expected to be
most useful when am715 >⇠ 0.1 m�1. This empirical relationship has been found to give reasonable
results for amore recently collected data set using a different ac-9 instrument and including data from
other European shelf seas. This is an important observation as it facilitates attempts to derive scatter
correction methods that do not require the assumption of zero NIR absorption.

3.4. ac-9 scatter correction

Typical results for the two scatter correction methods flat and proportional are shown in Fig. 2.
Scatter-corrected ac-9 absorption values are close to the true absorption at many wavelengths. Due
to significant non-zero absorption at 715 nm and the fact that both correction methods perform an
offset subtraction at thiswavelength, the absorption at longerwavelengths is typically and sometimes
strongly underestimated.

Correlations for the proportional-correction for each wavelength are depicted in Fig. 5. As
absorption at 715 nm is assumed to be zero for this method, there is no possible comparison for
this wavelength. There are good linear relationships for shorter wavelengths (412, 440, and 488 nm),
each of which shows a relatively small variation compared to am results, and all are near the 1:1
line. However, the proportional correction generally underestimates the absorption for wavelengths
>488 nm. At the longest wavelengths this underestimation is significant and seems to be a function
of the sample set. Strongest underestimations are found for samples from the Elbe River, and lowest
for culture samples. The correlation of the results of the flat correction (data not shown) is not
significantly different from those of the proportional correction, except for generally lower variability
in the deviations from the 1:1 line.
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to significant non-zero absorption at 715 nm and the fact that both correction methods perform an
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• a(l) = true absorption spectrum (measured in 
suspension in an integrating sphere)

• For measured am(l), cm(l):
• temperature-salinity corrections 

performed
• pure water absorption already removed

Use the calculated scattering bm(l) to estimate 
the scattering correction e (Zaneveld, 1994).  
Assume am(lr) in the near infrared (NIR) is zero...
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• a(l) = true absorption spectrum (measured in 
suspension in an integrating sphere)

• For measured am(l), cm(l):
• temperature-salinity corrections 

performed
• pure water absorption already removed

Use the calculated scattering bm(l) to estimate 
the scattering correction e (Zaneveld, 1994).  
Assume am(lr) in the near infrared (NIR) is zero...

Option 1 “Flat”:  ...and that e is the same at all 
wavelengths.

Option 2 “Proportional”: ... or that e is equal to a 
constant proportion of the measured scattering 







Questions?


