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Modernized, Simpler 
More Capacity, Faster 

�  Five Bare-metal Servers 
�  Primary Isilon NAS (2.6 PB) 
�  Prod VxRAIL VM Server (5 nodes) 
�  Test/Dev VxRAIL VM Server (6 nodes) 
�  Cassandra Cluster (28 nodes) 
�  Keryx Data Portal (20 nodes) 

�  Secondary Isilon Server on Faction 
�  East Coast Isilon NAS (1.3 PB) 
�  Active:Active replica 
�  Can serve as AWS read-only node 

�  Tape Library (19 PB) 
�  Incremental and Snapshot Backup 
�  Offsite storage 

New OSU Architecture 
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Challenges addressed will be: 

Ø  Performance improvements 

Ø  Cassandra cluster on SSDs and larger to help keep data 
volume per node in optimal range 

Ø  New hardware will add compute power 
Ø  Increased network bandwidth 

Ø  Understanding of the system in how it was constructed 

Ø  Offsite back-ups will provide better disaster recovery 

Ø  Similar dev, test, uat and prod instances 

Ø  Improved monitoring for better insight into system and 
server performances 

Ø  Ability to add more Ingestion or Stream Engine compute 
power as needed 

Ø  Ability to add new management tools (e.g. Toad for 
Postgres) 



Transition from Rutgers 
to OSU Data Center 

�  First two months: 
�  Fast procurement by Dell and OSU. 
�  Expedited hiring by OSU. 
�  Install by Dell EMC to be finished by 

the beginning of December. 
�  Zoom meetings with Rutgers+WHOI 

are critical to collaboratively prove 
the transition timeline and procedures. 

�  Procedures carried out will include: 
�  Hardware testing by Dell during burn-

in period, testing that will continue in 
normal daily monitoring routines. 

�  Disaster Recovery testing of various 
backup and recovery scenarios. 

�  Testing with WHOI and Rutgers. 

Overall Timeline 

8 Months 



Detailed Gantt Timeline 



Key Components 
in RUèOSU Transition 

Gold Raw Data Copying 

CHALLENGE: RU has less than 1 Gbit of throughput  

Ø  Over internet copying will take more than 2-3 months 

Ø  RU will copy 500+ TB onto NAS and ship to OSU 

Ø  Remainder will be rsynced, likely from the more proximal 
and faster West Coast copy of the Gold Raw Data server 

Ø  The Faction Secondary Isilon will first be shipped to OSU, 
then data will be copied from pre-filled primary Isilon, 
and when the copy is complete, the secondary Isilon will 
be shipped to Faction in North Virginia 

1.  Gold Raw Data Server 
�  600-700 TB of data files 
�  DR copy on Faction on East Coast 

2.  Prod Software Stack 
�  uFrame, Edex, M2M, etc. 
�  MIO data ingress 
�  Establish identical setup on Test/Dev 

3.  Cassandra Cluster 
�  Upgrade software to 3.1.11 

4.  Kafka Cluster 
�  Kyrex Data Explorer using Docker 
�  50-70 TB of data file storage 

5.  Tape Library for Offsite Backup 
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Prod Software Stack Install 

CHALLENGE: Complex Software Stack by Various Groups 

Ø  Detailed coordination is already starting up 

Ø  Providing root/sudo access over VPN using SSH 

Ø  OSU will install and maintain OS and major software 
installs, such as Ansible, Docker and Debian Linux 

Ø  Work towards common Grafana monitoring system 
across all five server components 
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MIO Ingress Switch 

CHALLENGE: In Year 1 ingress will take place to both RU and 
OSU from MIOs but then needs to switchover 

Ø  Detailed coordination is already starting up 

Ø  Testing ingress from MIOèOSU in parallel while RU 
remains primary ingress point and copy to OSU via rsync 

Ø  Switching over from RUèOSU for ingress and copy to RU 
via rsync for the remainder of Year 1 
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MIO Ingress Switch 

CHALLENGE: Timing of Cassandra Upgrade to 3.1.11 

Ø  Detailed coordination is already starting up 

Ø  Cassandra can be established via backup copy or start 
out as a fresh install following complete replay of all 
data 

Ø  This choice determines when upgrade to 3.1.11 is most 
opportune  

Ø  Replay is significantly faster in new CI data center 
because of improved hardware and the ability to run 
multiple Stream Engine server clones as VMs and 
queuing up of multiple scripts in parallel  

Ø  Replay will allow for clean up of thombstones and can 
deal with refilling of gaps 
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