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‣ Causes of missing streamed data 
• Network outages 
• Port Agent/Parser errors 
• Cabled Array or instrument offline 

Data Delivery and Availability 
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On-demand data processing



‣ Data availability, backfilling missing streamed data 
• Accurate Cassandra/UFrame data availability stats require comparison of both raw 

data archives 
• Large-scale cabled array playback from Port Agent logs still in process 

Data Delivery and Availability 

On-demand data processing



• Evaluation of scope and 
workflow development 

• 2i-HITL comparison between 
GitHub and vendor cals 

• Flagged files corrected and re-
verified

RCA Historical Critical Metadata Check

Oct 2018 - Jan 2019

Phase 1

• Final critical metadata checks 
• Annotations and user outreach 
• Select sensor deep dives 
• Tier One/IRIS metadata 
• Deployment image database 
• Engineering platforms in GitHub

June - Sept 2019

Phase 3

• Refinement of workflow and 
documentation SOPs 

• Scripted check of all digital cals  
• 2i-HITL check of all pdf cals 
• GitHub history crawler

Feb - May 2019

Phase 2
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Possible sources of error
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RCA Instrument Calibration Data and Assignment (ICDA)
Verification Workflow

• Duplicate asset IDs 
assigned in same 
deployment year/
number?

• Asset ID, Mooring ID, 
Cruise exist in bulk?

• Valid/current calibration 
file in repo?

• Asset ID match 
instrument-reported 
serial number in raw 
file?

• Asset ID match 
deployment image 
database?

• Parseable?

• Correct format?

• Matching Vendor File?

• Serial Number correct?

• Coefficient names 
correct?

• Duplicate coefficients?

• Values match?

• Constants correct?



Calibration Verification Status

Data-Affecting

Non Data-Affecting

28%

72%

• 479 total files modified  

• 28% of modifications were data-
affecting 

(133 files)

(346 files)



Renamed
Cal Coeffs

Missing

Non Data-Affecting
72%

21%

7%

• Most data-affecting 
modifications were missing 
cal files on GitHub 

Calibration Verification Status

(98 files)

(32 files)

(3 files)

(346 files)



PAR
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Optical Atten.

CTD

Non Data-Affecting

Spectral IrradianceNitrate

72%

• 9 sensor types affected 
• Top 4 classes affected:  

• CTD 
• Optical Attenuation Absorb. 
• Oxygen 
• Fluorometers

Calibration Verification Status

(346 files)
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Verified

Unverified
10%

90%

• 548 deployment instances on 
GitHub 

• Verification 90% complete

Deployment Assignment Verification Status

(498 instances)

(50 instances)



Errors corrected Unverified

Verified and Clear

10%

87%

3%

• 2.8% of verified deployment 
instances required correction (14 
errors)

Deployment Assignment Verification Status

(50 instances)(14 instances)

(484 instances)



Verified with Logs

Unverified

Verified with Logs + Raw File

10%

• Additional checks with sensor 
raw files complete on 34% of 
verified deployment instances 

Deployment Assignment Verification Status

56%

34%

(50 instances)

(170 instances)

(328 instances)



Sample File Reports

• Need to reconcile GitHub 
merge date with CI ingestion 
date 

• CSV format is easily 
adaptable to provide GUI for 
user accessibility



‣ Missing files accounted for majority of calibration errors 
✦ Curated repo of vendor calibration documentation 
✦ Verification flag for deployment instances without valid or current calibration files 

‣ Scripted entry does not eliminate all errors 
• Inconsistencies in coefficient resolution and file types 

✦ Verify highest resolution available used for coefficient entry 

• Typos and erroneous coefficients not always obvious 
✦ Validate vendor files for consistency in dates, headers, ranges of coefficients 

‣ Need for consistent gold standards 
✦ pre/post deployment image database cross-referenced with deployment logs 
✦ Mining sensor information in raw file during QCT testing and post-deployment

Critical Metadata Check Lessons Learned



‣ Created Shipboard Discrete Summary template 
•  Formed foundation for adoption of common format working with MIOs to adapt it for 

cross-program use 
• Summaries being added to Alfresco as they are completed 

‣ User and Community Outreach 
• Redmine and Helpdesk tickets 
• Education outreach to undergraduates at UW 

✦ 3 volunteer research computing students working on data projects 
✦ 3 undergraduate lab assistants 

• Uploading and maintaining documentation on Alfresco for user accessibility 

‣ Asset management upload and verification for Visions 2019 deployments 

‣ Data Management Working Groups 
• QARTOD, Redmine, Communications, Analysis of Alternatives

Ongoing Data Team activities 



• Final critical metadata checks 
• Annotations and user outreach 
• Select sensor deep dives 
• Tier One/IRIS metadata 
• Deployment image database 
• Engineering platforms on GitHub

June - Sept 2019

Phase 3

• Refinement of workflow and 
documentation SOPs 

• Scripted check of all digital cals  
• 2i-HITL check of all pdf cals 
• GitHub history crawler

• Evaluation of scope and 
workflow development 

• 2i-HITL comparison between 
GitHub and vendor cals 

• Flagged files corrected and re-
verified

Oct 2018 - Jan 2019 Feb - May 2019

Phase 1

Phase 2

Milestones



Milestones

• Final critical metadata checks 
• Annotations and user outreach 
• Select sensor deep dives 
• Tier One/IRIS metadata 
• Deployment image database 
• Engineering platforms on GitHub

June - Sept 2019

Phase 3

‣ Implementation of revised workflows for Visions 
2019 
• Asset management for recovery and 

deployment of 105 instruments 
• Deployment image database 

‣ Pursuing RCA-initiated Cabled Playback 
• Deep profiler data 
• Backfilling data gaps 

‣ Sensor Deep Dives 
• Broadband Hydrophones 
• Oxygen Optodes 

• pCO2 calibration ranges 


